ABSTRACT

Because the production of high quality, media supported learning objects is a very cost and time-consuming process, companies are searching for strategies and policies to reuse such valuable content in different scenarios and to get so called reusable learning objects (RLOs). Supporting learning as well as teaching by electronic media is a form of reuse of learning objects, if the same objects can be applied without a change of code. In the paper, we would like to present a Web-based test, examination and assessment system as well as some examples of reusable learning objects and discuss possibilities to adapt learning objects to suit different learning scenarios. The learning objects can be used via Internet but are suitable for both, local and remote examination preparation as well as for an examination within a lab course as an entry test.
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1. INTRODUCTION

Produce or reuse a needed content? - That is a question that gets more and more weightiness. The efficiency of the production can increase (or decrease) the profit significantly. That’s why companies and educational institutions are searching for strategies and policies to reutilize such valuable content. They are looking for methods and standards to use content in different scenarios and to get so called reusable learning objects (RLOs). Existing standards describe the reusability from a very technical point of view. They define mainly the exchange of RLOs between Learning Management Systems (LMS). A huge amount of data structure definitions is given for example in the Shareable Courseware Reference Model (SCORM). They are useful for developers of Learning Management Systems and authoring tools but less suitable for authors and teachers.

Authors need a standardized ontology as well as policies to describe the main properties of the learning content. They need categories describing the use and reuse of learning objects from the learner’s as well as from the teacher’s point of view. Categories as learning out-comes, pre and post competencies, learning style and so on are much more of interest than technical details.

Before producing content, it is necessary to investigate if a similar content exists and, if yes, what effort is needed to adapt the content to the new requirements. Content can only be reused if the necessary effort is lower than the effort needed for a new production.

In this paper, we want to describe properties of RLOs as well as levels of reusability, which can be useful during the design process from the author’s point of view. First, we introduce reusable learning objects. We continue with a collection of examples for the reuse of learning objects concerning to different learning scenarios and present a concept for a Web-based and database supported e-Learning Test, Examination and Assessment System. This system is - among other things - suitable for a remote lab entry test. It is developed at the Department for Integrated Hardware and Software Systems at the Technical University of Ilmenau.

2. REUSABLE LEARNING OBJECTS

The following definition, taken from [1], gives a practicable description of a RLO: “A reusable learning object (RLO) is based on a single learning objective, comprising a stand-alone collection of three components:

1. **Content**: a description of the concept, fact, process, principle or procedure to be understood by the learner in order to support the learning objective

2. **Interaction**: something the learner must do to engage with the content to achieve a better understanding

3. **Assessment**: a way in which the learners can apply their understanding and test their mastery of the content”.

This definition fits with CISCO®’s RLO-definition, shown in figure 2, as well as with a refined model made by Uskov in [2]. The components of an RLO are called reusable information objects RIOs or reusable information atoms (RIAs).
Additional to this classification we would like to introduce a pre- and post-test for each RLO. The pre-test should give the user an impression if he should pass this learning object or not. It also should test if the learner has the required pre-knowledge to pass the learning object without the use of further materials. The post-test should assess the learning outcomes and give user a feeling about the level of knowledge he/she has reached.

For such kind of pre- and post-tests, we have developed a Web-based and database supported e-Learning Test, Examination and Assessment System, which we will describe in the next section.

3. TEST, EXAMINATION AND ASSESSMENT SYSTEM

3.1 Requirements

During the development of the Test, Examination and Assessment System priority was given to platform independence. The system should be usable from any place at any time by different users with different system properties. Beyond that there should be the possibility to integrate this system into Learning Management Systems (LMS). At various universities there have been established diverse LMS. While planning the Test, Examination and Assessment System we choose not to implement mechanisms for a special LMS. Therefore a realization as Java Applets was selected as common platform offering the chance to use the system stand-alone without Internet connectivity in addition.

The Test, Examination and Assessment System is generally to be used for examinations (e.g. entry test for online labs). Furthermore it should allow exercising learning content anonymously (which means without any login procedure and grading). Tasks and examinations should be managed by database support.

An assessment happens either by displaying the correct results (during exercise mode) or by calculating a mark (during examination mode).

During the implementation of the Test, Examination and Assessment System great importance was attached to the

- reuse of the applied methods and tools for similar problems,
- reuse of the developed software modules,

what finally leads to synergy effects in the production process of different test and assessment tools.

3.2 Architecture

The Test, Examination and Assessment System essentially consists of the following components:

- the test system AWiP\(^1\) itself,
- a database supported Collection of Tasks,
- the Task Assembler and
- an Administrator Tool.

The complete system is implemented multilingual. All text messages and labels are stored in an extra file and can be exchanged during run time.

Another feature is the possibility to modify the system for different requirements (e.g. different courses of study, lectures and labs) without any change of code.

The AWiP system provides tasks from a (randomly selectable) text file and performs an evaluation of the student’s result. The student can solve his tasks in any sequence and is able to interrupt his work for a certain time.

At present the following types of tasks are implemented:

- Multiple Choice Tasks (see Figure 2)
- Cloze Tasks (see Figure 3).

The concept for the whole system is built in a way that new types of tasks can be implemented in perspective by using simple and common available text editors. It is also possible to place additional graphics inside the text of the tasks.

---

\(^1\) AWiP stands for „Applet zur Wissensüberprüfung im Praktikum“ - in English: “An applet for knowledge testing in laboratory courses”.

---
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Figure 3

AWiP Example for Cloze TASKS (with Check)

The multiple choice task, shown in Figure 2, is derived from the following source code segment:

```
# Example for a Multiple Choice Task
[choice]
When you have read the text on top of this page carefully, you can answer this question easily. Multiple choice questions here always have
- one right answer.
- more than one right answer.
+ one or more right answers.
- no right answer.
```

and the cloze task in Figure 3 is generated by:

```
# Example for a Cloze Task
[cloze]
This is text with a lot of $$gaps$$. It is intended to show you that it is possible to work on an $$English$$ version as well. Solve this $$task$$ by $$filling$$ in the $$words$$ from the $$right$$ hand side into the gaps in this $$text$$.
```

The following working modes are supported at the present time:

**Offline Test**

Here the student can generate a collection of tasks suited for his requirements by using the Task Assembler (see section 3.3). Later he is able to solve the given tasks and get an assessment of the results without Web support by using only the AWiP test system.

**Online Test**

In this case the student is given a number of tasks (either randomly or suited for his requirements) by the Task Assembler, that he can process online and get an assessment for by the AWiP system corresponding to his answers.

**Examination**

During examination mode a log file will be generated automatically in the background that will record the actual state of the student's work. That's why a login procedure (with name and student ID) is required at the beginning of the examination. After that the student is given his tasks to be processed in a given time in any order. When all tasks are solved (or the time limit is over) the resulting mark will be calculated (via a comparison with an existing list of marks) and displayed. As a proof the student will get a certificate with relevant data (course, name, student ID, mark, date).

While the AWiP system is in examination mode it can only be closed by a tutor (the supervisor in the examination room) using his admin password. During this closing procedure the created log file will be removed. If there is an unexpected break (without admin password) the exact state before the termination will be restored during an AWiP restart.

AWiP is realized as a Java-Applet using PHP scripts for file handling. The core is an interpreter module for the text-messages of the task files.

### 3.3 Data based Task Collection

All tasks and examinations show a simple syntax and are completely file based. That's why it is possible to process these files by any editor (offline as well). This is an important advantage compared to integrated QTE\(^2\) editors of Learning Management Systems (LMS) [4]. Required attributes and metadata were determined by performing an analysis of demands and use cases [5].

Every task file of the Web-based Test, Examination and Assessment System consists of a simple text file separated in one or more segments. Each segment begins with a type identifier in square brackets. A single task collection can contain any task of different types. At the present time the following types are supported:

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>[text]</td>
<td>The following text will be displayed without any formatting.</td>
</tr>
<tr>
<td>[choice]</td>
<td>The segment will be interpreted as a multiple choice task. Lines starting with &quot;+&quot; or &quot;+.&quot; will be displayed as choice options.</td>
</tr>
<tr>
<td>[cloze]</td>
<td>The segment is a cloze task. Terms to be inserted will be enclosed by $$ .</td>
</tr>
<tr>
<td>[image]</td>
<td>The following line gives the path to an image file.</td>
</tr>
</tbody>
</table>

For the administration of all data the data bank MySQL 5.0 was chosen [6].

---

\(^2\) Question and Task Editor
3.4 Task Assembler
The Task Assembler defines in which manner the tasks - stored in the data base - will be offered. It can be used and configured by students themselves as well as by the lecturer (who is responsible for the course).

The student is given the possibility to get an assembly of tasks
- either randomly or
- individually by using metadata
for exercise purposes.
This assembly of tasks (a simple text file) can be processed using the AWiP test system directly online or at a later time offline.

The lecturer can assemble the following:
Examination
Through the selection of different metadata (e.g. main topics, grade of difficulty, duration of processing, number of points, coding of the marks, ..., see section 3.6) he can create a task assembly for an examination. He sends this collection to the supervisor, responsible for that examination (tutor) using a secured connection.

Examination Library
A library of examinations is a collection of single examinations for the same topic with the same constraints. That way it is possible to offer different versions of an examination if multiple students have to be examined in one single room.

Written Examination
Tasks for a written examination can be generated and are also selected by metadata. The result in this case is a “print-ready” file.

3.5 Administrator Tool
For an effective handling of the whole Web-based Test, Examination and Assessment System the test system AWiP itself was enhanced by a Web-based Administrator Tool for the preparation of tasks, examinations and metadata. It offers the following features:
- to create and update tasks using a build-in or external editor,
- to import and export tasks,
- to assemble examinations and libraries of examinations,
- to define metadata for tasks, examinations and libraries of examinations.

3.6 Metadata
Besides the above mentioned types of tasks (see section 3.2), metadata will be used for a universal configuration of the “Web-based Test, Examination and Assessment System” to allow a later integration into a LMS as well.

To determine the required metadata both the demands of the described system and the structure of other systems based on the LOM standard (e.g. GETsoft [7]) were taken into consideration.

The LOM standard does not fit exactly the objectives of the described system. But it offers a suitable template for learning objects - a generic term for enclosed e-Learning units like exercises, simulations, simple text and so on. This template defines a multitude of attributes. Some of them appear to be not practical for the object types (task, examination, library of examination) used in the Web-based Test, Examination and Assessment System. The same applies for possible enhancements like the addition of new task types or the database usage as repository for written examinations.

Furthermore the LOM standard offers no hierarchy as it would be necessary for the described system. The terms “task”, “examination” and “examination library” define completely different data structures. A common data type “learning object”, containing all attributes of subtypes and additional properties declared by the LOM standard, would provide a multitude of unneeded metadata.

An inquiry regarding WBT produced the result, that the used attributes in Web-based examination systems are very similar to each other [5]. Some of them were used here - others were abandoned in order to stay with the essential facts. The following table contains the chosen metadata for the type “task”. The metadata used for the types “examination” and “examination library” are listed in [8].

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Integer value as unique ID of a task</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Type of the task (simple text, multiple choice, cloze); further types can be declared without any software changes.</td>
</tr>
<tr>
<td>Theme</td>
<td>For a better structuring of the content a subject will be assigned to each task.</td>
</tr>
<tr>
<td>Course</td>
<td>A course is defined by its name and its corresponding study courses. One task can be allocated to various courses.</td>
</tr>
<tr>
<td>Semester/Year</td>
<td>To handle different versions of the database material over a longer period.</td>
</tr>
<tr>
<td>Modus</td>
<td>Defined modes are (at the moment): exercise only, examination only, exercise together with examination and supplementary tasks during examination.</td>
</tr>
<tr>
<td>Difficulty</td>
<td>One out of five levels can be selected.</td>
</tr>
<tr>
<td>Points</td>
<td>Suggested number of points</td>
</tr>
<tr>
<td>Duration</td>
<td>The guessed processing time (in minutes)</td>
</tr>
<tr>
<td>Language</td>
<td>The choice of language.</td>
</tr>
</tbody>
</table>

---

3 The Learning Objects Metadata (LOM) standard provides a uniform system for attributes of a learning object. A learning object can be any possible form of an e-Learning content, like examinations or simulations [9].

4 Web-based Training
4. REUSE OF RIOS FOR ASSESSMENT

Concerning to the RLO structure shown in Figure 1 we want to give some examples of learning objects tailored to special purposes of the educational process. Core of the learning objects are applets that we have discussed in former publications (see for instance [10]). These applets follow the concept of “Living Pictures” where the big picture (a summary of a lesson) leads to the highly interactive user interface of the learning object.

We use them in different learning scenarios:
- During a presentation in a face to face lesson
- As interactive tools for the support of the students self study and own experiments
- As interactive tasks for an assessed problem solving

To use these applets for presentation purposes in a lecture they are designed in a way that a presenter is able to explain their functionality with some mouse clicks. Default produced examples support this demonstration mode and free the presenter from boring input strings.

Figure 4 shows an example of a living picture which can be used to teach the principle of programmable logic devices.

It simultaneously displays three different views of a programmed function: A truth table (at the right hand side of the screenshot), a set of Boolean equations in the upper part of the screenshot and the structure of the programmable device in the upper left part of the living picture. For more details see [10]. The same applet can be used as a tool for own experiments, if students repeat the learned subjects at home. In this use case, the applets support an exploration-oriented approach to the learning subject. Student can create their own examples or repeat the examples they have seen during the lesson.

Based on this applet we have derived a number of interactive tasks the students can use for an initial, intermediate or final assessment of their knowledge. These kind of interactive tasks give the students a greater variety of answers as the multiple choice and cloze tasks discussed in section 3 and thus deeper understanding of the learning subject.

To derive such interactive tasks the simulation component of the living picture was modified by a programmer. This kind of reuse requires special knowledge about the program code as well as appropriate programming skills and tools. The applet was modified to write the simulation results in a separate data structure instead of displaying results of experiments immediately. In this way, most of the code of the applet could be reused. Only components for task generation and assessment have to be added.

In these interactive tasks, we present a function described in one of the three above-mentioned views of a programmable structure (truth table, Boolean equation and the structure of the programmable device). The students’ task is to find an equivalent description of the function in one of the other two views.

After starting the exercise, an example is randomly generated where a function is given in one of the three forms. Task for the student is to determine the same function in another view.

Figure 5 gives an example where the function is generated in the form of a programmed ROM structure (“Required function”). Thus, the students’ task is to analyze the programmed structure and to find out which values in the truth table have to be set to the
value “1”. For this task, the truth table is clickable and the values of the output functions \( y_2 \ldots y_0 \) can be changed by simple mouse clicks (“Your Input”). If the student has found a solution, he/she can get an assessment of the solution by clicking the appropriate but-ton. The program counts the faulty output values and gives a feedback, showing the differences between the required function and the students’ solution in the required view.

5. CONCLUSION
The two kinds of assessment possibilities described in section 3 and 4 differ in the variety of possible answers as well as in the effort to produce new tasks. Inside the domain “Programmable Structures” the method described in section 4 is very comfortable because a very big amount of tasks (\( 2^{16} \) possible functions combined with 3 output variables and 3 different views) can be generated automatically. To generate such an amount of multiple-choice questions in the way described in section 3 all variants have to be written in extra text files, a very boring task! Nevertheless, if we leave the domain of “Programmable Structures” another “living Picture” has to be varied in the way described in section 4 by a skilled programmer. Thus both ways have their own advantages and disadvantages and at least the available capacities for the development of reusable learning objects decide, which way can be gone.
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